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NEW TYPE OF INSTABILITY IN FRACTIONAL 
REACTION-DIFFUSION SYSTEMS 
 

The linear stage of the two-component fractional reaction-diffusion system stabi-
lity is studied. It is shown that for certain value of fractional derivative index a 
new type of instability takes place and the system becomes unstable towards per-
turbations of finite wave number for given value of fractional derivative. As a re-
sult, inhomogeneous oscillations with this wave number become unstable and lead 
to non-linear oscillations which result in spatial oscillatory structure formation. 
Computer simulation of the system for cubic non-linearity is performed.  

 
Introduction. Fractional reaction-diffusion systems (FRDS) have been 

used in the study of the new type of self-organization phenomena [1–7]. The 
analysis of the structures in FRDS evolves both from the standpoint of the 
qualitative analysis and from the computer simulation. Namely these two 
problems are the goal of our present investigation.  

Let us consider the reaction-diffusion system for activator 1n , inhibitor 

2n  in the following equations:  
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boundary conditions and with the certain initial condition 0
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lengths of the system, A  is a bifurcation parameter. 

Fractional derivatives 
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(2), instead of standard time derivatives, are the Caputo fractional derivatives 
in time of the order 0 2< α <  and are represented as [9, 10] 

 
( )

1
0

( )1( ) : ,      1 ,     1,2
( ) ( )

t m
i

i m

n
n t d m m m

mt t

α

α α + −

τ∂ = τ − < α < ∈
Γ − α∂ − τ∫ . 

It should be noted that equations (1), (2) at 1α =  correspond to standard re-
action-diffusion systems (RDS) [8, 11]. At 1α < , they describe anomalous sub-
diffusion and at 1α >  – anomalous super-diffusion [12–14]. 

Linear stability analysis. Stability of the steady-state constant solutions 
of the system (1), (2) corresponds to homogeneous equilibrium state  

  1 2 1 2( , ) 0,           ( , , ) 0W n n Q n n= =A  (5) 
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and can be analyzed by linearization of the system nearby this solution. In 
this case the system (1), (2) can be transformed into a linear system at this 
equilibrium point. As a result, we have  
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1, 2,j =  , into FRDS (6) we can get the system of linear ordinary differential 
equations (6) with the matrix  
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By simple linear transformation, equations (6) can be converted into the 
simplest possible matrix representation, i. e. Jordan canonical form  
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where G  is a diagonal matrix for F : 1 1
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; P  is the change of the basis matrix corre-

sponding to diagonalization of the matrix F . For stability analysis, it is suffi-
cient to investigate the spectrum of eigenvalues iλ  for the evolution matrix 

G . In this case, the solution of the vector equation (7) is given by Mittag –
Leffler functions [9, 10]  
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Using the result obtained in the papers [7], we can conclude that if for 
any of the roots  

 Arg ( )
2i
πλ < α   (9) 

the solution has an increasing function component, and then the system is 
asymptotically unstable. 

Analyzing the roots of the characteristic equations, we can see that at 
24 det tr 0F F− >  eigenvalues 1,2λ  are complex inside the parabola 4 det F =  

2tr F= . For integer : 1α α =  the fixed points are the spiral sources ( tr 0F > ) 

or spiral sinks ( tr 0F < ). In general case : 0 2α < α <  we can introduce mar-

ginal value 0
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π

 which follows from the conditions (9) and 

determines the stability conditions [2] 
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Let us consider the parameters which keep the system inside the parabo-

la 21det tr
4

F F= . It is a well-known fact, that at 1α = , the domain on the 

right hand side of the parabola ( tr 0F > ) is unstable with the existing limit 

cycle, while the domain on the left hand side ( tr 0F < ) is stable. By crossing 

the axis tr 0F = , the Hopf bifurcation conditions become true. 

In the general case of : 0 2α < α < , for every point inside the parabola, 
there exists a marginal value of 0α  where the system changes its stability. 

The value of α  is a certain bifurcation parameter which switches the stable 

and unstable state of the system. At lower 0
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π

, the sys-

tem has oscillatory modes but they are stable. Increasing the value of α <  

0
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 leads to instability.  

Different limits of instability. Let us consider stability conditions for dif-
ferent possible limits. It is widely known that for integer time derivatives, the 
system (1), (2) becomes unstable according to either Turing or Hopf bifurca-
tions. 

The conditions for the Turing instability are:  
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By rewriting the last condition we have  
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In this case, the eigenvalues are real and at 11 22 12 210,  0,  0,  a a a a l> < <   

L , the conditions of Turing instability for 0 0k ≠  lead to spatial pattern 

formation. 
Let us consider the conditions for Hopf bifurcation which are held at 
0k =  if  
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By rewriting the last expression explicitly we have  
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This condition holds at 11 22 12 21 1 20,  0,  0,  a a a a> < < τ < τ  and leads to homo-
geneous oscillations .  

In the case of fractional derivative index, Hopf bifurcation is not connec-
ted with the condition 11 0a >  and can hold at certain value of α  when frac-
tional derivative index is sufficiently large [1, 2]. In this case, the easiest way 
to satisfy this conditions, is when the right hand side of (14) is close to zero 
and in this case  
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Let us consider a new possible situation when 

 2tr 0,    4 det (0) tr (0)F F F< < , 

 2
0 04 det ( ) tr ( )F k F k> .  (15) 

Analysis of expressions (15) shows that at 0k =  we have two real and 
smaller then zero eigenvalues and the system is certainly stable. If the latter 
inequality takes place for certain value of 0 0k ≠ , we can obtain for matrix F  

two complex eigenvalues. As a result, in the case of fractional derivatives, a 
new type of instability, connected with the interplay between the determi-
nant and trace of the linear system, emerges. By obtaining such type of eigen-
values, it is possible to find out the value of fractional derivative index when 
the system becomes unstable. 

In fact, the last two conditions can be rewritten as 
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Here we require that 12 21 11 220,  0,  0.a a a a< < <  In order to satisfy the 

last condition, the easiest way would be to estimate the best value of 0k k= : 
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Considering (18), let us estimate the expression  
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The last expression determines the value of 0α  as a function of all parameters 

of the system. The greater is the value of expression, the smaller is the value 

0 .α  In order to have the maximum possible value of (19), we can see that it 

goes to zero if either 1τ  or 2τ  goes to zero and, as a result, 0 2α → . In the 

intermediate situation, when 1 2τ ≈ τ , the expression reaches its maximum.  

Let us simplify the expression for the case 1 2τ = τ . From (19) we have 
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Analyzing the last expression, we can see that at L l≈  the denominator is 
large and the right hand side tends to zero. In the cases of different lengths 
L l , or L l , the expression looks sufficiently simple and determines in-
stability conditions for inhomogeneous wave number (18) 
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In the case of marginal system parameters (16), we can estimate the last 
expression as: 
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This value seems to be very close to the minimum of 0α . 
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Computer simulation of the stability curves and inhomogeneous os-
cillatory structures. We consider a very well-known example of the RDS 
with cubical nonlinearity [8, 11] which is probably the simplest one used in 
RDS modeling. Let us, for example, consider the isoclines for the model with 

cubical nonlinearity for activator variable 3
1 1 2W n n n= − −  and linear for in-

hibitor one 2 1Q n n= − + β + A . Their null isoclines ( 0W Q= = ) are represen-
ted on Fig. 1a. In this case, a homogeneous solution can be determined from 
the solution of the system of equations 0W Q= = , and is given by the cubic 
algebraic equation 
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The real and imaginary parts of the eigenvalues for this case at l L  
are represented on Fig. 1b. 
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Fig. 1 

We can see that real part of the roots is always less than zero and the 
imaginary one in some interval of wave number k  becomes nonzero. In this 
case, if fractional derivative index becomes greater than 0α  determined by 

condition (9), instability holds true. In this case, the instability conditions are 
possible to realize for some interval min maxk k k< < . This means that only the 
perturbations with namely this wave number are unstable, and they are un-



69 

stable for oscillatory fluctuation. The stability domains for different l  and k , 
0,1,2,3k = , are represented on Fig. 1c, d. With the solid bold line, we indicate 

the marginal curve for stability domain with 0k =  which corresponds to 
homogenous oscillations. Inside this curve, the system is unstable for 
homogenous oscillations [2], while in the domains which bulge out from the 
solid curve, we have a new type of instability for the given values of k. This 
situation is qualitatively different from the classical RDS, whether either Tu-
ring ( 0k ≠ ) or Hopf bifurcation ( 0k = ) takes place, and this depends on 
which conditions are realized easier. In the system under consideration, we 
can choose the parameter when we don’t have Turing and Hopf bifurcations 
(for 0k = ) at all. Nevertheless, we obtain conditions for a new bifurcation 
which can be realized for non-homogeneous wave numbers only. 

The numerical study of the initial value problem of the system (1), (2) 
was performed for the conditions at which the inhomogeneous perturbations 
become unstable. The system with corresponding initial and boundary conditi-
ons was integrated numerically using implicit schemes with respect to time 
and centered difference approximation for spatial derivatives. The fractional 
derivatives were approximated using the scheme on the basis of Grunwald –
Letnikov definition for 1 2< α <  [9, 10]. The results of the computer simula-
tion of the oscillatory inhomogeneous dissipative structures for different va-
lues of α  are presented on Fig. 2. Dynamics of variable 1n  (Fig. 2a) and 2n  

(Fig. 2b) is represented on the time interval (0, 30)t ∈  for 1.94α = ; 6.28xl = ; 

50= −A ; 1 12τ = , 2 1.0τ = ; 2 0.05l = , 2 1;   2L = β = . We used initial condi-
tions in the form of small perturbation of homogeneous state  

 10 1 0 20 2 00.05 cos ( ),       0.05 cos ( )n n k x n n k x= + = + .  

   
  a)  b) 

Fig. 2 
In contrast to standard RDS, the inhomogeneous distributions are unstab-

le according to certain wave number and lead to space time oscillation. With 
the increase in the parameter α , the amplitude of the oscillatory structures 
increases. The emergence of inhomogeneous oscillations, which destroy the 
stationary state, leads to a new form of pattern formation. The resulting 
structures are rather similar to sending waves, than to standard structures 
already investigated in autowave media. 

Conclusion. In this article we consider a new mechanism of instability in 
reaction-diffusion systems with fractional derivatives. It was shown that at a 
sufficient value of fractional derivative index α , the system becomes unstable 
according to inhomogeneous perturbation ( 0)k ≠  with eigenvalues with ima-
ginary part. As a result of this instability, pattern formation can be represen-
ted as oscillatory structures, similar to inhomogeneous standing waves in li-
near systems. 
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НОВИЙ ТИП НЕСТІЙКОСТІ В СИСТЕМАХ РЕАКЦІЇ-ДИФУЗІЇ  
З ПОХІДНИМИ ДРОБОВОГО ПОРЯДКУ 
 
Äîñë³äæåíî ë³í³éíó ñòàä³þ ñò³éêîñò³ äâîêîìïîíåíòíî¿ ñèñòåìè ðåàêö³¿-äèôóç³¿ ç 
äðîáîâèìè ïîõ³äíèìè. Ïîêàçàíî, ùî ïðè ïåâíîìó çíà÷åíí³ ïîðÿäêó äðîáîâî¿ ïîõ³ä-
íî¿ ìàº ì³ñöå íîâèé òèï íåñò³éêîñò³ é ñèñòåìà ñòàº íåñò³éêîþ ñòîñîâíî äåÿêîãî 
õâèëüîâîãî ÷èñëà äëÿ öüîãî çíà÷åííÿ äðîáîâî¿ ïîõ³äíî¿. Â ðåçóëüòàò³ íåñò³éêîñò³ 
çáóðåíü ç öèì õâèëüîâèì ÷èñëîì ó ñèñòåì³ ôîðìóþòüñÿ ïðîñòîðîâî-íåîäíîð³äí³ 
êîëèâí³ ñòðóêòóðè. Ïðîâåäåíî êîìï’þòåðíå ìîäåëþâàííÿ ñèñòåìè äëÿ êóá³÷íî¿ 
íåë³í³éíîñò³.  
 
НОВЫЙ ТИП НЕУСТОЙЧИВОСТИ В СИСТЕМАХ РЕАКЦИИ-ДИФФУЗИИ 
С ПРОИЗВОДНЫМИ ДРОБНОГО ПОРЯДКА 
 
Èññëåäîâàíà ëèíåéíàÿ ñòàäèÿ óñòîé÷èâîñòè äâóõêîìïîíåíòíîé ñèñòåìû ðåàê-
öèè-äèôôóçèè ñ äðîáíûìè ïðîèçâîäíûìè. Ïîêàçàíî, ÷òî ïðè îïðåäåëåííîì çíà÷å-
íèè ïîðÿäêà äðîáíîé ïðîèçâîäíîé èìååò ìåñòî íîâûé âèä íåóñòîé÷èâîñòè è ñèñ-
òåìà ñòàíîâèòñÿ íåóñòîé÷èâîé ïî îòíîøåíèþ ê îïðåäåëåííîìó âîëíîâîìó ÷èñëó 
äëÿ çàäàííîãî çíà÷åíèÿ äðîáíîé ïðîèçâîäíîé. Â ðåçóëüòàòå íåîäíîðîäíûå âîçìó-
ùåíèÿ ñ ýòèì âîëíîâûì ÷èñëîì ñòàíîâÿòñÿ íåóñòîé÷èâûìè è ïðèâîäÿò ê ôîð-
ìèðîâàíèþ ïðîñòðàíñòâåííî-íåîäíîðîäíûõ êîëåáàòåëüíûõ ñòðóêòóð â ñèñòåìå. 
Ïðîâåäåíî êîìïüþòåðíîå ìîäåëèðîâàíèå ñèñòåìû äëÿ êóáè÷åñêîé íåëèíåéíîñòè.  
 
Pidstryhach Inst. of Appl. Problems Received 
of Mech. and Math. of NASU, Lviv 27.10.06 
 


