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ESTIMATES OF WEAK SOLUTIONS TO NONDIAGONAL PARABOLIC 
SYSTEM OF TWO EQUATIONS 
 

Estimates of L∞ -norms of weak solutions has been obtained for a model nondiago-
nal parabolic system of nonlinear differential equations with matrix of coefficients 
satisfying special structure conditions. A technique based on estimating the certain 
function of unknowns is employed to this end. 

 
1. Introduction. In the present paper we study the boundedness of weak 

solutions to the nonlinear nondiagonal parabolic system of two equations in di-
vergence form under special assumptions upon its structure. 

It is well-known that the De Giorgi – Nash – Moser estimates are no lon-
ger valid in general for an elliptic system, the latter can be regarded as a spe-
cial case of the parabolic version. An example of an unbounded solution to the 
linear elliptic system with bounded coefficients was built up by E. De Giorgi 
in [4]. There is yet another example due to J. Nečas and J. Souček of a 
nonlinear elliptic system with the coefficients sufficiently smooth, but the 

weak solution not belonging to 2,2W . 
These two and many other examples prove that the regularity problem 

for elliptic systems proves to be far more complicated then that for second or-
der elliptic equations. 

Concerning systems of differential equations until now a priori estimates 
of De Giorgi type has been extended only to a special class of parabolic sys-
tems of equations, the so-called weakly coupled systems. 

Therefore there constitutes an interest the question of finding strongly-
coupled systems, whose solutions exhibit certain regularity. 

The technique we are utilizing has been employed earlier in [6] for semi-
linear systems (see also [3, 7] and [5]), and consists in switching to new func-
tion, for which the estimate is established in a conventional way, whence the 
final conclusion about each component of the vector function solution follows. 
This technique allows to tackle nonlinear nondiagonal systems. 

The main idea of our approach is as follows: instead of trying to establish 
estimates for each component of solution ( , )u v  rather to introduce some new 
function of components of the solution ( , )H u v  from whose estimate we shall 
be able to derive the estimates for the components of solution ( , )u v . 

In the present paper, although restricting ourselves to systems of second 
order equations in divergence form possessing special structure, we demon-
strate boundedness of solution to nonlinear parabolic systems of equations in 
which coupling occurs in the leading derivatives and whose leading coeffici-
ents depend on x , u , and v . 

2. Basic notations and hypotheses. Here and onward we accept the follo-
wing notations: (0, ]Q T= Ω × ; (0, ]S T= ∂Ω × ; 0 (0, ]Q T∂ = Ω × ∂Ω ×{ }{ } { } ; 

Ω  is a bounded domain in n  with piecewise smooth boundary; x ∈ Ω ; T >  
0> ; (0, ]t T∈ ; 2n ≥ ; 1, ,i n=  ; 1,2j = ; and summation convention over re-

peated indices is assumed; 1,2
0 ( )W Ω  is a space of functions in 1,2 ( )W Ω  vani-

shing on ∂Ω  in the sense of traces for a. e. (0, ].t T∈  
We shall be concerned with a system of two equations of the form: 

 1 1 1
1div ( , , ) ( , , ) ( , )

1
tu a x u v u b x u v v f x t

u v
− ∇ + ∇ =

+ +
( ) , 
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 2 2 2
1div ( , , ) ( , , ) ( , ) ,   ( , )

1
tv a x u v u b x u v v f x t x t Q

u v
− ∇ + ∇ = ∈

+ +
( ) , 

  (1) 

 ( , ) ( ),             ( 2) 2jf x t L Q nτ∈ τ > + / . (2) 

About the coefficients of the model system we suppose that there is a 

function of two variables ( , )H u v  such that  , ,x u v∀ ∈   

 2 2 2 2
1 2( ) ( , ) ( )C u v H u v C u v+ ≤ ≤ + , (3) 

 20 ( , ) , ( , ) ( )u vH u v H u v C u v≤ ≤ +  , (4) 

 20 ( , ) , ( , ) , ( , )uu uv vvH u v H u v H u v C≤ ≤   , (5) 

where 1 0C > , 2C < ∞  are constants; and there holds the following hypotheses 

 1 2( , , ) ( , ) ( , , ) ( , ) ( , , ) ( , )u v ua x u v H u v a x u v H u v x u v H u v+ = Λ   , 

 1 2( , , ) ( , ) ( , , ) ( , ) ( , , ) ( , )u v vb x u v H u v b x u v H u v x u v H u v+ = Λ   , (6) 

and 

 1 2( , ) ( , ) 0uu uva H u v a H u v+ ≥  , (7) 

 1 2 1 2 1 2

1 2 1 2 1 2

2( ) ( )
0

( ) 2( )
uu uv uv uu vv

uv uu vv uv vv

a H a H a b H b H a H

a b H b H a H b H b H

+ + + +
≥

+ + + +

    
     , (8) 

where Λ  is a measurable Ω × × →    function such that 

 1 20 ( , , )         , ,x u v x u v< Λ ≤ Λ ≤ Λ ∀ ∈  , (9) 

1,2Λ  are numbers.  

By parabolicity of system (1) it is meant that the part without derivatives 
with respect to time is elliptic. The notion of ellipticity of a system of diffe-
rential equations is understood in the sense introduced in [1]. We assume that 
the coefficients 1 2 1 2, , ,a a b b  are such that the system is parabolic. 

Example. Here is the example of a parabolic model system satisfying our 
hypotheses: 

 2
1 2 1

( , )
( , ) ( , ) ,       ( , ) ( , ) ( , )

a u v
a u v u v b u v u v b u v= Λ − = Λ − α

α
, 

 2 2,               u

v

K
K u v uv

K
α = = + + ε , 

 3
1 2 2( , ) ,        

(1 )
C

C u v C a
α

≤ Λ ≤ ≤
+ α

, 

 3
1 1 3

1,         ,       5,       0
10(1 )

C
b C C≤ ε < ≥ >

+ α
. & 

The boundary conditions of the Dirichlet type are assigned: 

 1,2
1 2 0( , )( , ) ( ),          (0, )u g v g x t W t T− − ∈ Ω ∈ , 

 0 0( , )( ,0) ( , )( )u v x u v x= . (10) 

A solution to system (1) with Dirichlet data (10) is understood in the 
weak sense, as in [2].  

Definition. A measurable vector function 1 2( , ) ( , )u u u v=  is called a weak 
solution of problem (1)–(10) if 

 2 2 1,20, ; ( ) 0, ; ( )ju C T L L T W∈ Ω Ω( ) ( ) 
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and for all (0, ]t T∈  

 1 2

(0, ]

( , )
i i i i

j j
j j t j x j x j x j x

T

u x t dx u a u b u dx d
Ω Ω×

ϕ + − ϕ + ϕ + ϕ τ =∫ ∫∫ { }  

 0 1 2
(0, ]

1( ,0)
1

j
j j j

T

u x dx f dx d
u uΩ Ω×

= ϕ + ϕ τ
+ +

∫ ∫∫  

for all testing functions 

 1,2 2 2 1,2
00, ; ( ) 0, ; ( )W T L L T Wϕ ∈ Ω Ω( ) ( ) . 

The boundary condition in (10) is meant in the weak sense.  
About the coefficients of the system (1) it is additionally assumed that 

they are measurable 2Ω × →   Caratheodory functions that satisfy the el-
lipticity condition and are subject to the growth conditions: 

 2
2 20   ,    ,      ( , ) ,    ( , )n

j jr x a x r b x r∃Λ > ∀ ∈ ∈ ≤ Λ  . (11) 

On the functions ( , )jg x t , 0 0( , )( )u v x  in boundary data (10) we assume to be 

fulfilled the following assumptions: 

 0 0( , ) ( ),       ( , )( ) 0jg x t L S u v x L∞ ∞∈ ∈ Ω × { }( ) . 

3. Estimates of L∞ -norms. Let us now turn our attention to the question 
of boundedness of weak solutions to a system with whose coefficients satisfy 
assumptions (6)–(8). Our main result is the following. 

Theorem 1. Let ( , )u v  be a solution to system (1). For the function H  de-
fined by (3)–(5) the following estimate holds 

 
( )L Q

H C∞ ≤ , 

hence it is easily seen that the same estimates take place for the components of 
the solution themselves: 

 ( ) ( ),           L Q L Qu C v C∞ ∞≤ ≤ , 

where constant C  depends only on the data: ,n  jf , 1,2Λ , mesQ , 1 ( )
,

L S
g ∞  

2 ( )
,

L S
g ∞  0 ( )L

u ∞ Ω , 0 ( )L
v ∞ Ω , constants in the embedding theorems, constants 

1,2C  in hypotheses (3)–(5), and is independent of u  and v . 

To prove the Theorem we need the well-known Stampacchia’s lemma. 

Lemma 1. Let ( )yψ  be a nonnegative nonincreasing function defined on 

0[ , )k ∞  which satisfies 

 ( ) ( )
( )

Cm k
m k

δ
ϑψ ≤ ψ

−
{ }       for     0m k k> ≥  

with 0ϑ >  and 1δ > . Then 0( ) 0k dψ + = , where 1/ ( 1)/ /( 1)
0( ) 2d C kϑ δ− ϑ δ δ−= ψ{ } . 

For p r o o f  see lemma 4.1 [1, p. 8].  

We make also use of the following lemma (see Prop. 3.1 [2, p. 7]). 

Lemma 2. If 2 2 1,2
00, ; ( ) 0, ; ( )u L T L L T W∞∈ Ω Ω( ) ( ) , then there holds the in-

equality 

 
2/

2 2

0
ess sup

n
q

t TQ Q

u u u
< < Ω

   ≤ ∇   
   ∫ ∫ ∫  

with 2( 2)q n n= + /  and constant C  depending only on .n  
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P r o o f  of Theorem 1. Multiply the first equation of (1) by uH  and add 

the second one multiplied by vH  (the H  is to be defined later). Choose ( )H k +−  

as a testing function with 0 1 2 0 0( ) ( )
max ( , ) , ( , )

L S L
k k H g g H u v∞ ∞ Ω≥ = { }  it is 

easy to check that this choice of testing function is admissible. After integra-
tion in τ  from 0  to t , ,t T≤  and in x  over the domain Ω , this results in 

 2
( ) 1 1

0

1 ( ) ( ) , ( ) ( )
2

t

A k uu uvH k t a u b v H H k u H H k v
Ω Ω

− χ + ∇ + ∇ − ∇ + − ∇ +∫ ∫ ∫ {  

 2
2 2 , ( )u u v uuH u H H v a u b v H H k u+ ∇ + ∇ + ∇ + ∇ − ∇ +  

 2
( )( )uv u u v A kH H k v H u H H v+ − ∇ + ∇ + ∇ χ =}  

 ( )
1 2

0

( )
( )

1

t
A k

u v

H k
f H f H

u vΩ

− χ
= +

+ +∫ ∫ , 

( )A kχ  is a characteristic function of the domain ( , ) | 0A k t x H k= ∈ Ω − ≥{ } . 

We have 

 2
1 1 ,  ( ) ( )uu uv u u va u b v H H k u H H k v H u H H v∇ + ∇ − ∇ + − ∇ + ∇ + ∇ +  

 2
2 2 ,  ( ) ( )uu uv ua u b v H H k u H H k v H u+ ∇ + ∇ − ∇ + − ∇ + ∇ +  

 22
1 2 1 2( )u v u u v u vH H v a H a H H u a b H H+ ∇ = + ∇ + + +{[ ] [  

 22 2 2
1 2 1 2( )u v u v vb H a H u v b H H b H v+ + ∇ ∇ + + ∇ +}] [ ]  

 2
1 2 1 2 1( )uu uv uv uua H a H u a b H b H+ + ∇ + + + +{[ ] [  

 2
2 1 2( ) ( )vv uv vva H u v b H b H v H k+ ∇ ∇ + + ∇ −}] [ ] . 

Making the substitution 

 ( ) ,     ( ),      ,       u u v vF x x H F H H F H H F H′ ′= = = =   , 

 2 ,           uu u uu uv u v uvH F H F H H F H H F H′′ ′ ′′ ′= + = +     , 

 2
vv v vvH F H F H′′ ′= +  , 

according to hypothesis (6) the first group of terms in curly brackets gives 

 2 22 2( )u u v vH u H H u v H v= Λ ∇ + Λ ∇ ∇ + Λ ∇ ={ }  

 
22 2H F H′= Λ ∇ = Λ ∇  . 

In virtue of hypothesis (7), (8) for the second group of terms in curly brackets 
we have 

 
2 2

1 2( ) ( ) uu uvH k F H H k a H a H u′′− = Λ ∇ − + + ∇ +  { } {[ ]  

 1 2 1 2 1[( ) ]( ) [uv uu vv uva b H b H a H u v b H+ + + + ∇ ∇ + +     

 
22

2 ] ( ) ( ( ) )vvb H v F H k F H F H k′ ′′+ ∇ − ≥ Λ ∇ −  } . 
Hence, making use of hypothesis (4), we get 

 
22

( ) ( )3 2
0

1 ( ) ( )
2 4

t

A k A k
kF H k t H

HΩ Ω

− χ + Λ ∇ χ ≤∫ ∫ ∫ 
( ) /  

 ( )
0

( )
t

A kC f F F H k
Ω

′≤ − χ∫ ∫ ( ) , 

where it is denoted 1 2f f f= + . Recalling the definition of H  and making 

some transformations we can rewrite this as 
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24 42

1( ) ( )
0

( )
t

A k A k
k H k t k H k

Ω Ω

− χ + Λ ∇ − χ ≤∫ ∫ ∫ ( ) ( )  

 4
( )

0

t

A k
C f H k

Ω

≤ − χ∫ ∫ ( ) , 

where 
( )A k

χ  is a characteristic function of the set 4( ) |A k x H= ∈ Ω −{  

0k− ≥ } . Since (0, ]t T∈  is arbitrary, then taking the supremum we have: 

 
24 42

1( ) ( )
0 0

sup ( )
T

A k A k
t T

k H k t k H k
< < Ω Ω

− χ + Λ ∇ − χ ≤∫ ∫ ∫ ( ) ( )  

 4
( )

0

T

A k
C f H k

Ω

≤ − χ∫ ∫ ( ) . (12) 

Applying generalized Hölder’s inequality to the right of (12) we obtain 

 
1 1 1

22
1 , , ( )

0 0 0

sup
T T q r

q Q r Q A k
t T

k w k w C w f
− −

< < Ω Ω Ω

 + Λ ∇ ≤ χ 
 ∫ ∫ ∫ ∫ ∫

/ /

, 

where 4w H k += −( ) , and r  has been selected such that 

4(2 ) ( 8)r n nτ > > + +/ ,  
since it is not difficult to check that the later inequality holds. From Lemma 2 
it follows that: 

 

1 2

22
,

0 0

sup
T

q Q
t T

w w w
< < Ω Ω

 
≤ + ∇  

 
∫ ∫ ∫

/

. (13) 

Since without loss of generality we may assume 1k ≥ , on the strength of this 
inequality we get: 

 2 1 1 1
0 1, , ,( , ) ( ) q r

q Q q Q r Qw C k w f k − −≤ Λ ψ{ } / / , (14) 

here we’ve denoted: 

 
0

( ) mes ( , )
T

k A k t dtψ = ∫ . 

Applying Young’s inequality to the right-hand side of (14) gives 

 1 1 1
, ( ) q r

q Qw C k − −≤ ψ{ } / / . (15) 

Let us estimate: 

 1( ) qm k m− ψ =( ){ } /  

 

1 1

,( ) ( )
0 0

q qT T
q

q QA m A m
m k w w

Ω Ω

   
= − χ < χ <      

   
∫ ∫ ∫ ∫( )

/ /

, 

where 0m k k> ≥ . Substituting this into (15) we come down to 

 (1 1 1 )q q q rm k m C k C k− − δ− ψ ≤ ψ = ψ( ) ( ) { ( )} { ( )}/ / . (16) 

From the hypotheses on jf  and by the choice of r  

 
( 2)

2
n

r
+τ > > , 

hence 
( 2) 12 1 1

2( 2)
n n

n n r
+  − − > + 

 and thus 1.δ >  On the strength of Lem-

ma 1 from relation (16) we can conclude that 

 0 0k dψ + =( ) , 
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for some d  sufficiently large, but finite, depending only on the data: n , jf , 

1Λ , 1 2( ) ( )
,  

L S L S
g g∞ ∞ , 0 0( ) ( )

,  
L L

u v∞ ∞Ω Ω , constants in the embedding 

theorems and is independent of u  and v . And thus 

 
( )L Q

H C∞ ≤ . 

It is not difficult to see that due to the Young inequality the same estimates 
hold for the components ( , )u v  of solution themselves. Namely, 

 1 2( ) ( ),         L Q L Qu C u C∞ ∞≤ ≤ . 

4. Conclusions. In the present paper we have established boundedness of 
weak solution to strongly coupled semilinear parabolic system of second order 
partial differential equations. The smooth properties of solutions to the sys-
tems of this kind are determined not just by smoothness of coefficients, right-
hand sides and boundary data, but strongly depend upon the structure of the 
matrix of coefficients. We have demonstrated that in order for the solutions of 
such systems to exhibit certain amount of regularity additional, besides ellip-
ticity, hypotheses upon the coefficients, like hypotheses (3)–(9), are needed. 
We have shown that there are strongly coupled nonlinear systems, in our case 

system (1), whose weak solutions are bounded. The L∞ -norms of these solu-
tions depend not just on norms of right-hand sides of equations, norms of 
functions in boundary data (10), constants in the ellipticity condition and the 
domain Q , but also on the constants 1 2 1 2,  ,  ,  C C Λ Λ  from structure hypothe-
ses (3)–(5) and (9). 
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ОЦІНКИ СЛАБКИХ РОЗВ’ЯЗКІВ НЕДІАГОНАЛЬНОЇ ПАРАБОЛІЧНОЇ  
СИСТЕМИ ДВОХ РІВНЯНЬ 
 

Îö³íêè L∞ -íîðì ñëàáêèõ ðîçâ’ÿçê³â âñòàíîâëåíî äëÿ ìîäåëüíî¿ íåä³àãîíàëüíî¿ ïà-
ðàáîë³÷íî¿ ñèñòåìè íåë³í³éíèõ äèôåðåíö³àëüíèõ ð³âíÿíü ç ìàòðèöåþ êîåô³ö³ºí-
ò³â, ùî çàäîâîëüíÿº ñïåö³àëüí³ ñòðóêòóðí³ óìîâè. Çàñòîñîâóºòüñÿ òåõí³êà, ùî 
áàçóºòüñÿ íà îö³íö³ ïåâíî¿ ôóíêö³¿ â³ä íåâ³äîìèõ. 
 
ОЦЕНКИ СЛАБЫХ РЕШЕНИЙ НЕДИАГОНАЛЬНОЙ ПАРАБОЛИЧЕСКОЙ 
СИСТЕМЫ ДВУХ УРАВНЕНИЙ 
 

Îöåíêè L∞ -íîðì ñëàáûõ ðåøåíèé ïîëó÷åíû äëÿ ìîäåëüíîé íåäèàãîíàëüíîé ïàðàáî-
ëè÷åñêîé ñèñòåìû íåëèíåéíûõ äèôôåðåíöèàëüíûõ óðàâíåíèé ñ ìàòðèöåé êîýôôè-
öèåíòîâ, óäîâëåòâîðÿþùåé ñïåöèàëüíûì ñòðóêòóðíûì óñëîâèÿì. Ïðèìåíÿåòñÿ 
òåõíèêà, îñíîâûâàþùàÿñÿ íà îöåíêå îïðåäåë¸ííîé ôóíêöèè îò íåèçâåñòíûõ. 
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