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A new linear-inversive congruential generator of pseudorandom numbers (PRN’s) with a variable

multiplier is introduced. It is proved that the sequence of PRN’s produced by such generator passes

the 4-dimensional serial test on statistical independency.
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Ó ñòàòòi ïðåäñòàâëåíî íîâèé ëiíiéíî-iíâåðñíèé êîíãðóåíòíèé ãåíåðàòîð ïñåâäîâèïàäêîâèõ

÷èñåë iç çìiííèì ìíîæíèêîì. Äîâåäåíî, ùî ïîñëiäîâíiñòü ïñåâäîâèïàäêîâèõ ÷èñåë, ïîðîäæåíà

òàêèì ãåíåðàòîðîì, ïðîõîäèòü 4-âèìiðíèé ñåðiàëüíèé òåñò íà ñòàòèñòè÷íó íåçàëåæíiñòü.

Introduction

Let p be a prime number, m > 1 be a positive integer. Consider the following recursion

yn+1 ≡ ay−1n + b (mod pm), (a, b ∈ Z), (1)

where y−1n is a multiplicative inverse mod pm for yn if (yn, p) = 1. The parameters a, b, y0
we be called the multiplier, shift and initial value, respectively.

In [3], [4], [6], [7], [8], [11], [12], [14] it was proved that under certain conditions on

the parameters a, b, y0 the inversive congruential generator (1) produces a sequence {xn},
xn = yn

pm
, n ≥ 0, which passes s-dimensional serial tests on equidistribution and statistical

independence for s ∈ {1, 2, 3, 4}.
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It turns out that this generator is extremely useful for Quasi-Monte Carlo type application

(see [5], [13]). The sequences of PRN's can be used for the cryptographic applications. In

this case the initial value y0 and the constants a and b are assumed to be a secret key, and

the output of the generator (1) can be used as a stream cipher. Observe that for determining

the parameters a and b of the generator (1) it is enough to recognize two successive elements

yn, yn+1 generated by (1). Moreover, according to [1], [2], the reconstruction of generator (1)

can be obtained if we know some sequence of �approximations� to yn, yn+1, . . . , yn+k. Thus

one should be careful using the generator (1) for cryptographic purposes.

The main point of our further presentation in a generalization of the generator (1). We

consider the following recursive relation

yn+1 ≡ ay−1n + b+ cF (n)yn (mod pm) (2)

under the conditions (a, p) = (y0, p) = 1, b ≡ c ≡ 0 (mod p), F (u) is a polynomial over Z[u].
The generator (2) will be called the linear-inversive generator with a variable multiplier

cF (n). The computational complexity of the generator (2) is the same as for the generator

(1), but the reconstruction of parameters a, b, c, n and polynomial F (n) is a tricky problem

even if the several consecutive values yn, yn+1, . . . , yn+N will be revealed. Thus the generator

(2) can be used in the cryptographical applications. Notice that the conditions (a, p) =

(y0, p) = 1, b ≡ c ≡ 0 (mod p) guarantee that the recursion (2) produces an in�nite sequence

{yn}.
The purpose of this work is to show that the sequence {xn}, xn = yn

pm
, passes the test on

equidistribution and statistical independence, which makes possible to use such sequences in

the problems of real processes modeling and cryptography.

Notations: For p being a prime number, put

Rm := {0, 1, . . . , pm − 1}; R∗m := {a ∈ Rm | (a, p) = 1},
em(u) := e2πi

u
pm , u ∈ R; exp(x) := ex for x ∈ R,

νp(A) = α ∈ N ∪ {0} if pα ‖ A and pα+1 6 |A.

For u ∈ Z, (u, p) = 1 we write u−1 if u · u−1 ≡ 1 (mod pm).

1. Auxiliary results

Let f(x) be a periodic function with period τ . For any N ∈ N, 1 ≤ N ≤ τ , we denote

SN(f) :=
N∑
x=1

e2πif(x)

We will need the following well-known statements.

Lemma 1.1 ([9]). |SN(f)| ≤ max
1≤n≤τ

∣∣∣ τ∑
x=1

e2πi
(
f(x)+nx

τ

)∣∣∣ log τ.
Let I(A,B; p) be the number of solutions of the congruence A−Bu2≡0 (mod p), (u, p)=1.
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Lemma 1.2 ([16]). Let p be a prime number and let f(x), g(x) be two polynomials over Z

f(x) = A1x+ A2x
2 + p(A3x

3 + · · · ), g(x) = B1x+ p(B2x
2 + · · · ),

and, moreover, let νp(A2) = α > 0, νp(Aj) ≥ α for all j ≥ 3. Then we have the estimates

∣∣∣ ∑
x∈Rm

em(f(x))
∣∣∣ ≤ {2pm+α

2 if νp(A1) ≥ α,

0 else,

and

∣∣∣ ∑
x∈R∗

m

em(f(x) + g(x))
∣∣∣ ≤


(I(A1, B1; p) · p)

m
2 if (B1, p) = 1,

2p
m+α

2 if νp(A1) ≥ α, νp(Bj) ≥ α for all j ≥ 1,

0 if νp(A1) < α ≤ νp(Bj) for all j ≥ 1.

2. Preparations

Consider the sequence {yn} produced by the recursion (2).

Let n = 2k. We put

y2k ≡
a
(k)
0 + a

(k)
1 y0 + · · ·

b
(k)
0 + b

(k)
1 y0 + · · ·

:=
Ak
Bk

(mod pm) (3)

Twice using the recursion (2) we infer

y2(k+1) =
Ak+1

Bk+1

=
aA2

kB
2
k + bAkBk(aB

2
k + bAkBk + cF (2k)A2

k) +D(a, b, c, k)

AkBk(aB2
k + bAkBk + cF (2k)A2

k)
, (4)

where

D = cF (2k+1)
(
a2B4

k + b2A2
kB

2
k + c2F 2(2k)A4

k + 2abAkB
5
k + 2acF (2k)A2

kB
2
k + 2bcF (2k)A3

kBk

)
.

De�ne the following matrices

S0 =

(
a+b2+cb2F (2k+1)+2ac2F (2k)F (2k+1) ab(1+2cF (2k+1)+a2cF (2k+1))

b a

)
,

S1 =

(
c3F 2(2k)F (2k + 1) 3bcF (2k)

0 cF (2)

)
,

(5)

and vectors

S2 =

(
a2cF (2k + 1)

0

)
, Ãk =


A4
kB

0
k

A3
kBk

A2
kB

2
k

AkB
3
k

A0
kB

4
k

 .

Now, using (3)�(5), we get (
Ak+1

Bk+1

)
= Tk

(
Ak
Bk

)
(6)
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where Tk = (S1|S0|S2) and the sign | denotes concatenation of matrices.

Recursion (2) gives

y0 =
y0
1
, y1 =

a+ by0 + cF (0)y20
y0

,

y2 =
y20 + b(ay0 + by20 + cF (0)y30) + cF (1)(a+ by0 + cF (0)y20)

2

ay0 + by20 + cF (0)y30
.

In general case, let

y2k ≡

∑̀
≥0
A2k
` y

`
0∑̀

≥0
B2k
` y

`
0

, A2k
` , B

2k
` ∈ Z, and y2(k+1) ≡

∑̀
≥0
A

2(k+1)
` y`0∑̀

≥0
B

2(k+1)
` y`0

. (7)

Using (2) we deduce modulo p that

A
2(k+1)
` =

∑
s+t=`

s∑
i=0

t∑
j=0

aAiBs−iAjBt−j ) and B
2(k+1)
` =

∑
s,t≥0
s+t=`

s∑
i=0

t∑
j=0

aBiAjBs−iBt−j.

Let `0 (respectively, `1) be an exponent of y0, for which
(
A

(2k)
`0

, p
)
= 1 (respectively,(

B
(2k)
`1

, p
)
= 1). It is easy to see that Ai ≡ Bj ≡ 0 (mod p) if i 6= `0, j 6= `1. First, we notice

that

`0(k) := `0 =
22k + 2

3
and `1(k) := `0(k)− 1 =

22k − 1

3
.

Indeed, for k = 0 this relations hold. We use induction on k. By the inductive hypothesis,

in the righthand sum of the equality

A
(2k+2)
` =

∑
s+t=`

s∑
i=0

t∑
j=0

aAiBs−iAjBt−j (mod p)

only the summand aAiBs−iAjBt−j with i = j = 22k+2
3

may be incongruent to 0 (mod p).

But then we must have

s− i = 22k − 1

3
, t− j = 22k − 1

3
,

and these equalities uniquely de�ne values s and t as s = t = 22k+1+1
3

. Hence,

`0(k + 1) = s+ t =
22k+2 + 2

3
.

The value of `1 can be determined similarly. So, the required relations for `0 and `1 are

proved.

Next, we have for k ≥ 1 that νp
(
A

(2k)
`

)
≥
∣∣ `0−`

2

∣∣ · νp(b), and νp
(
B

(2k)
`

)
≥
∣∣ `1−`

2

∣∣ · νp(b).
Thus, for k ≥ 2m0 + 1, m0 =

[
m

νp(b)

]
modulo pm, the numerator and denominator of (7)

modulo pm contain at most 4m0 + 1 summands, i.e. we have

y2k =

(
`0+2m0∑
`=`0−2m0

A
(2k)
` y`0

)
(

`1+2m0∑
`=`1−2m0

B
(2k)
` y`

) . (8)
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Multiplying the numerator and the denominator in (8) by a−k, we obtain the following

representation

y2k =

∑
A`y

`∑
B`y`

, A` ≡ akA`, B` ≡ akB` (mod pm). (9)

Here the coe�cients A`, B` are polynomials of k with coe�cients depending only on

ai, bi, ci, ai, 1 ≤ i ≤ 2m + 1, and these coe�cients have the above-indicated properties of

divisibility by a power of p.

Now, using the equalities (4)�(8) and method of the proof for Proposition 1 in [15] we

obtain the following:

Proposition 2.1. Let {yn} be the sequence produced by (2) and let νp(b) = ν, νp(c) = µ,

ν < µ. Then for k ≥ 2m+ 1 we get the following congruences modulo pm

y2k = kb+
[
1− k(k − 1)a−1b2

]
y0 +

[
−ka−1b

]
y20+

+
[
k2a−2b2 − ka−1cG0(k)

]
y30 + pαH0(k, y0),

y2k+1 = [a− k(k + 1)b2]y−10 − kaby−20 + k2ab2y−30 + kcG1(k)y0+

+ (kcG2(k) + (k + 1)b) y20 + pαH1(k, y0),

(10)

where α = min (2ν, µ), Gi(k), i = 1, 2, 3 are polynomials from Z[k], H0(k, y0), H1(k, y0) ∈
Z[k, y0], and the coe�cientsGi(k),H0(k, y0),H1(k, y0) depend only on ai, a−i, bi, ci (mod pm),

i = 1, . . . , 2m+ 1.

Corollary 2.2. Let the conditions of Proposition 2.1 are satis�ed. Then for p > 2 the

sequence {yn} is purely periodic with period 2pm−`, where

` =

{
νp(b) + νp(a− y20) if νp(a− y20) < νp(b) ≤ 1

2
m;

2νp(b) if νp(a− y20) > νp(b), νp(b) ≤ 1
2
m.

Moreover, the preperiod of this sequence has length less than 2m+ 1.

Proof. Indeed, for k1, k2 ≥ 2m+ 1, we have

y2k1 − y2k2 ≡ (k1 − k2)(1− a−1y20)b− (k1 − k2)(k1 + k2 + 1)a−1b2y0+

+ (k1 − k2)a−1cy−10 (a2 − y40) + pα(F0(k1)− F0(k2)) (mod pm)
(11)

Hence, y2k1 − y2k2 = A(k1 − k2)pν , where (A, p) = 1, and thus y2k1 − y2k2 ≡ 0 (mod pm)

if and only if k1 − k2 ≡ 0 (mod pm−ν).

Corollary 2.3. Let p = 2, m ≥ 3, b = 2νb0, (b0, 2) = 1, c = 2µc0, (c0, p) = 1, µ > ν > 0;

νp(a−y20) = ν0 ≥ 1. Then the sequence {yn} de�ned by recursion (2) is purely periodic with

period

τ =


2m−2ν+1 if m ≥ 2ν, ν0 > ν;

2m−2ν−β0+1 if m > 2ν, ν0 = ν, β0 = νp
(y20−a

2ν0
+ b0

)
;

2m−ν−ν0+1 if m ≥ ν + nu0, ν0 < ν.

Proof. This follows from the relation (11) which holds for p = 2.

Remark 2.4. From the �rst two cases for τ in Corollary 2.3 we obtain that for ν0 ≥ ν the

maximal period τ = 2m−2ν+1 achieves if and only if ν0 > ν and m ≥ 2ν. In [10] this assertion

was obtained for ν = 1.
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3. Discrepancy bound

Equidistribution and statistical independence properties of pseudorandom numbers can

be analyzed using the discrepancy of certain sequences of points in [0, 1)s.

For N arbitrary points t0, t1, . . . , tN−1 ∈ [0, 1)s, the discrepancy is de�ned by

D
(s)
N (t0, t1, . . . , tN−1) := sup

I

∣∣∣∣AN(I)N
− |I|

∣∣∣∣ ,
where the supremum is taken over all subintervals I of [0, 1)s, AN(I) is the number of points

among t0, t1, . . . , tN−1 falling into I, and |I| denotes the s-dimensional volume I.

Beside discrepancy there exist other important criteria for the uniformity and the inde-

pendence of PRN's. We shall restrict our attention to the discrepancy, since it is the most

important measure of uniformity and independence related to PRN's. For upper estimate

of the discrepancy of points we will use the following inequality from [13, Th. 3.10, p.34].

Lemma 3.1. Let q > 1 and s be natural numbers and let {Yn}, Yn ∈ {0, 1, . . . , q − 1}s,
be a purely periodic sequence with a period τ . Then the points Xn = Yn

q
∈ [0, 1)s, n ∈

{0, 1, . . . , N − 1}, N ≤ τ , have discrepancy

D
(s)
N (X0, X1, . . . , XN−1) ≤

s

q
+

1

N

∑
h0,h1,...,hs

1

h0h1 · · ·hs
|S|, (12)

where the summation runs over all integers h0, h1, . . . , hs for which h0 ∈
(
− τ

2
, τ
2

]
, hi ∈(

− q
2
, q
2

]
, (i = 1, . . . , s), (h1, . . . , hs) 6= (0, . . . , 0), hi = max (1, |hi|), and

S :=
τ−1∑
n=0

e
(
h ·Xn +

nh0
τ

)
,

where h ·Xn =
s∑
i=1

hix
(n)
i stands for the inner product of h and Xn in Zs.

The following lemma is a special version of Niederreiter's result [13, Th. 3.10, p. 34; Cor.

3.17, p. 43].

Lemma 3.2. The discrepancy of N arbitrary points t0, t1, . . . , tN−1 ∈ [0, 1)2 satis�es

D
(2)
N (t0, t1, . . . , tN−1) ≥

1

2(π + 2) |h1h2|N
·
∣∣∣N−1∑
k=0

e(h · tk)
∣∣∣ (13)

for any lattice point h = (h1, h2) ∈ Z2 with h1h2 6= 0.

For applications of Lemmas 3.1 and 3.2 we shall need the following estimates of expo-

nential sums of sequences of pseudorandom numbers, which can be proved by analogy with

Theorems 1 and 2 in [16].
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Theorem 3.3. Let (h1, h2, p) = 1, νp(h1 + h2) = β, νp(h1k + h2`) = γ, k, ` ≥ 0. For the

sequence {yn} produced by (2) we get

|σk,`(h1, h2; pm)| ≤


(2p)

m
2 if k 6≡ ` (mod 2);

0 if k ≡ ` (mod 2) and β < γ + ν, m− β − ν > 0;

pm−1(p− 1) if k ≡ ` (mod 2) and β ≥ γ + ν, m− ν − γ ≤ 0;

2p
m+ν+γ

2 if k ≡ ` (mod 2) and β ≥ γ + ν, m− ν − γ > 0.

Let τ be the least length of a period of the sequence {yn}.

Theorem 3.4. Let the linear-inversive congruential sequence generated by the recursion (2)

has period τ , and let νp(b) = ν, νp(a− y20) = ν0, νp(h) = s, 2ν ≤ m. Then

|Sτ (h, y0)| ≤


O(m) if p > 2 and ν0 < ν, s < m− ν − ν0,

or p = 2 and ν0 < ν, ν2(h) < m− 2ν;

4 · 2m+s
2 if ν0 ≥ ν, s < m− 2ν;

τ otherwise.

Let {yn} be a sequence of PRN's generated by (2) and let xn = yn
pm

, n ≥ 0. The sequence

{xn} induces a sequence {X(s)
n } of vectors in [0, 1)s de�ned by X

(s)
n := (xn, xn+1, . . . , xn+s−1).

We shall say that the sequence {xn} passes d-dimensional serial test on unpredictability

(statistical independency) if for every s ≤ d the sequence {X(s)
n } has uniform distribution.

Theorem 3.5. Let p > 2 be a prime number and m, a, b, c, y0 be integers, m ≥ 3,

(y0, p) = (a, p), 0 < νp(b) < νp(c), a 6≡ y20 (mod p). Then for m ≥ 2ν and for the sequence

{xn}, xn = yn
pm

, where yn de�ned by the recursion (2), we have

D
(1)
N (x0, x1, . . . , xN−1) ≤ 3N−1p

m
2 log2 pm. (14)

Proof. By a 6≡ y20 (mod p) we have τ = pm−ν . From Lemma 3.1 (for s = 1, q = pm) we get

D
(1)
N (x0, x1, . . . , xN−1) ≤

1

pm
+

1

N

∑
0<|h|< 1

2
pm

∑
h0∈(− τ2 ,

τ
2 ]

1

h · h0

∣∣∣∣ τ−1∑
n=0

e2πi
(
hyn
pm

+
nh0
τ

)∣∣∣∣ ≤
1

pm
+

1

N

∑
h,h0

1

h · h0

(∣∣∣∣ p
m−ν−1∑
k=0

e
(hy2k
pm

+
kh0
pm−ν

)∣∣∣∣+ ∣∣∣∣ p
m−ν−1∑
k=0

e
(hy2k+1

pm
+

(2k+1)h0
pm−ν

)∣∣∣∣). (15)

By (10) the estimates of two last sum can be obtained.

We have

∑
1
:=

pm−ν−1∑
k=0

e
(hy2k
pm

+
kh0
pm−ν

)
=

pm−ν−1∑
k=0

e
(A1k + A2k

2 + pα1hF (k)

pm−ν

)
,

where
A1 = hb0(1− a−1y20) + hc0p

µ−ν(1− a−2y40) + h0 + ha−1b20p
νy0,

A2 = ha−1b20p
ν , α1 = α− ν = min (2ν, µ).



82 Tran The Vinh, Pavel Varbanets

Using Lemma 1.2, we infer that |
∑

1| ≤ 2p
m
2 for m ≥ 2ν. An analogous estimate can be

deduced for the sum
∑

2. Hence,

D
(1)
N (x0, x1, . . . , xN−1) ≤

1

pm
+N−1 · 2p

m
2 log2 pm ≤ 3N−1p

m
2 log2 pm.

Remark 3.6. If the period τ < 2pm−ν (i.e., νp(1− a−1y20) > 0), then the sums
∑

1 and
∑

2

may be uncomplete, and thereby we have bound DN(x0, x1, . . . , xN−1) ≤ 3N−1p
m
2 log3 pm.

Remark 3.7. In the case p = 2 we obtain easily that for the maximal period τ = 2m−1,

DN(x0, x1, . . . , xN−1) ≤ 3N−12
m
2 log2 2m.

Theorem 3.8. For points constructed by the linear-inversive congruential generator (2)

with parameters a, b, c satisfying the condition

0 < νp(b) = ν, 2ν < µ = νp(c), a 6≡ y20 (mod p),

the discrepancy D
(s)
N , s ∈ {2, 3, 4}, has an upper bound

D(s)
τ ≤

s

2pm−ν
+ p−

m−2ν
2 logs pm. (16)

Proof. Consider only the case s = 4 (cases s = 2 and s = 3 can be considered similarly). In

order to apply Lemma 3.1 we must have an estimate for the sum

τ−1∑
n=0

e
(h1yn + h2yn+1 + h3yn+2 + h4yn+3

pm

)
.

Without loss of generality, we can suppose that (h1, h2, h3, h4, p) = 1. Using (10) we can

write

y2k = A0 + A1k + A2k
2 + A3k

3 := f(k), y2k+1 = B0 +B1k +B2k
2 +B3k

3 := g(k),

where modulo pα

A0 = A0(y0) ≡ y0

A1 = A1(y0) ≡ b(1− a−1y20) + a−1b2y0 + acy−10 (1− a−2y4)
A2 = A2(y0) ≡ −a−1b2y0 + a−2b2y30 = −a−1b2y0(1− a−1y20)
B0 = B0(y0) ≡ b+ ay−10 + cy0

B1 = B1(y0) ≡ b(1− ay−20 )− b2y−10 − y0c(1− a2y−40 )

B2 = B2(y0) ≡ −b2y−10 + ab2y−30 = −b2y−10 (1− ay−20 )

A3 = A3(y0, k) ≡ B3(y0, k) ≡ B3 ≡ 0.

(17)

Hence,

h1y2k + · · ·+ h4y2k+3 = C0 + C1k + C2k
2 + pαL(h1, h2, h3, h4, k).
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Using (17) we can write

C1 := C1(h1, h2, h3, h4) = (h1 + h3)A1 + (h2 + h4)B1 + 2A2h3 + 4B2h4,

C2 := C2(h1, h2, h3, h4) = (h1 + h3)A2 + (h2 + h4)B2.

Since 1− a−1y20 6≡ 0 (mod p), the congruences

C1 ≡ 0 (mod p2ν+1) and C2 ≡ 0 (mod p2ν+1)

cannot hold simultaneously. Then Lemma 1.2 implies

∣∣∣∑
1

∣∣∣ ≤ {2pm+ν
2 if C1(h1, h2, h3, h4) ≡ 0 (mod p2ν),

0 otherwise.
(18)

Similarly, we have

∣∣∣∑
2

∣∣∣ ≤ {2pm+ν
2 if D1(h1, h2, h3, h4) ≡ 0 (mod p2ν),

0 otherwise,
(19)

where D1(h1, h2, h3, h4) are de�ned (similarly to C1(h1, h2, h3, h4)) by the representation

h1y2k+1 + h2y2k+2 + h3y2k+3 + h4y2k+4 = D0 +D1k +D2k
2 +D3k

3 + pαM(h1, h2, h3, h4, k).

Here the functions L(h1, h2, h3, h4, k) andM(h1, h2, h3, h4, k) are polynomials of its variables

over Z.
Now, Lemma 3.1 and simple calculations give D

(4)
τ ≤ 4

2pm−ν + p−
m−2ν

2 log4 pm.

Theorem 3.9. Let p be a prime and m, a, b, c and y be integers with m ≥ 3. Suppose

that (a, p) = 1, b ≡ c ≡ 0 (mod p), bc ≡ 0 (mod pm), b2 6≡ 0 (mod pm), νp(b) < νp(c), and

a2 6≡ y4 (mod p). Then for the sequence tk = (xk, xk+1), k ≥ 0, where xk = yk
pm

, yk are

de�ned by the recursion (2) we have

D(2)
τ (t0, . . . , tτ−1) ≥

1

4(π + 2)h∗
p−(

m
2
−ν), (20)

where ν = νp(b), h
∗ = min{|h1h2| : h1 ≡ h2ay

−2 (mod pν), (h1, p) = 1}.

This theorem can be proved in the same way as Theorem 9 from [15].

Theorems 3.8 and 3.9 show that, in general, the upper bound is the best possible up

to the logarithmic factor for any sequence {xn, xn+1, . . . , xn+s−1}, k ≥ 0 (de�ned by the

recursion (2) since there exist a sequence {xn, xn+1, . . . , xn+s−1} with D(s)
τ ≥ 1

8(π+2)
p−(

n
2
−ν).

Hence, on the average the discrepancy D
(2)
τ has an order of magnitude between p−(

n
2
−ν)

and p−(
n
2
−ν) log2 pn. In certain sense, the sequence generated by (2) models the random

numbers very closely.
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