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SOME RELATIONSHIPS BETWEEN THE INVARIANT FACTORS OF MATRIX
AND ITS SUBMATRIX OVER ELEMENTARY DIVISOR DOMAINS

Relationships between the invariant factors of matrices B and A, where B
contains A as its first m rows, are investigated. In particular, we established
necessary and sufficient conditions that a matrix A may be augmented with a
single row to obtain a matrix B with given invariant factors over elementary
divisor domains.
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An important role in the studying of matrices and their arithmetic
properties play the invariant factors and their relationships [1, 3, 6, 7, 9]. In
particular, at augmented one matrix with a single row to obtain another
matrix are used the relationships between the invariant factors of these
matrices. In [4], asserted that a unimodular mxn (m <mn) matrix A over a
principal ideal domain may always be augmented with a single row to obtain
a unimodular (m +1)xn matrix B. Over the same area, for arbitrary matrix,
R. Thompson [8] showed some relationships between the invariant factors of a
matrix A and those of a one row prolongation B. D. Carson [2] obtained
similar results in terms of a finitely generated module over principal ideal
domains. In this paper, some relationships between the invariant factors of
matrices over elementary divisor domains are established. Based on obtained
relationships, we give necessary and sufficient conditions that a matrix A
may be augmented with a single row to obtain a matrix B.

Let R be an elementary divisor domain [5] with 1#0, ie., every mxn
matrix A over R have diagonal reduction. Namely

A ~ E = diag(e,, ..., &,,0,...,0), & 4 |&;, i=1,...,k,

where the matrix E is called the Smith normal form, ¢, are invariant factors
of the matrix A. The notation a|b means that the element a divides the
element b, and by the symbol [a,b] we denote the least common multiple of

the elements a and b.
Consider the (m+1)xn matrix B over R. Let’s assume that m>n, B

contains A as its first m rows. Suppose, that rangA =k <n, rangB=k +1.
Lemma 1. Let R be an elementary divisor domain, an (m + 1) xn matrix
B ~ A = diag($,,...,8;,,,0,...,0), &, 5

A ~ E = diag(g,...,&,,0,...,0) be a submatrix of B, 8i|8

i1=1,...,k, and let an m xn matrix
i=1,....,k-1.

Then, if the matrix B is obtained by additions to the matrix A of one row,
then

i+1

i+l

S [ey [8y [e5 |-+ [es B - 1)
P r o o f. Since the matrix B is obtained by additions to the matrix A

of one row, then B = (lé

matrices A and B have diagonal reduction. Hence, we have

). From that R is an elementary divisor domain, the
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b b be i b,
moreover, B~ diag($,,d,,...,8,,,,0,...,0). We know that 3§, = (p(’i’
i-1
i=1,...,k+1, where ¢, is a greatest common divisor of minors of order i of
the matrix B. To prove the lemma it must be shown that §, = q)(pi |8i and
i-1
€,]8,,, = (P(;“, i=1,...,k+1. It is easy to check that the greatest common
i
divisor of minors of order 7 of the matrix B has the form
Q; =(g ..., & ...Sj_lbj8j+1 .. €;, & ...8;,_4(b;,...,b,)), 3)
where for every i =1,...,k the index j takes all natural values from 1 to <.
. ..
Let's show that q:Pl le; , namely £i®in o R . Let's consider
i-1 i
£Piy _ g, ((81 € 1,8 “'gj—lbj8j+1 81,8 "'Si—z(bi—l"“’bn))) _
0, (g;.--8;,8 ...8]._1b].ngrl i €;,81...8;_1(b;,..,b0,))

((s1 85,8 ...(C,j_lb].sj,rl 8,8 "'81‘—28i(bi—1""’bn)))

(818,81 - 8 1b8 .8y, 81 .. 8;_1(b;,.00, b))
Similarly, we show that &,| (P(F; , namely ;Piﬂ cR.
i i®i
5, ...6].
Lemma 2. Assume that (1) holds. Then the matrix (2) with b]. =
1€

j=1...,k+1, b;=0 for j>k+1 has invariant factors precisely 6]. for
j=1,....,k+1.
Proof. As shown in Lemma 1, ¢, is a greatest common divisor of

minors of order i of the matrix (2) and has the form (3). Given the conditions
of Lemma 2 and the conditions (1), we obtain that

¢, =8, 8, i=1..,k.

Hence, it is obvious, that

19

Ppiq =01 Oy

Since the i-invariant factor of the arbitrary matrix equal Pi ,

P
i=1,...,k, where ¢, =1, then the invariant factors of the matrix (2) are

precisely 8; for j=1,...,k+1.

From Lemmas 1 and 2 we get the following result.
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Theorem 1. Let R be an elementary divisor domain, A be a mxn
i=1...,k-1,
rangA=k<n. And let §,,...,5,,;, € R be nonzero elements such that
5,5

matrix over R, A~ E=diag(e,...,£,0,...,0), ¢&le;;,

i1 t=1...,k. Then the matrix A may be augmented with a single row

to obtain a matrix B:(ﬁ) such that B~ A =diag(s,,...,6,,;,0,...,0),

5, I3

1

i=1,....,k, rangB=k+1 if and only if

i+l
Sy ley 18y [& | ++[ee [Oes -
If rangA =rangB =k <n, then we put b, =0, §,,; =0. Then we get

the following result.
Theorem 2. Let R be an elementary divisor domain, A be a matrix over

R, A~E-=diag(,...,&,0,...,0), ¢gle i=1..k—-1. And let
i=1,...,k—1. Then the

matrix A may be augmented with a single row to obtain a matrix
B ~ A =diag(s,,...,96;,0,...,0), 9, |8 i=1,....k—1, if and only if

i+1

8,,...,8, € R be nonzero elements such that &,[5,,,,

i+1
8 [ey [8, [e |+ [y [ex -

Theorem 3. Let R be an elementary divisor domain, A be an
(n—1)x(n—-1) matrix over R, A~E=diag(,,...,&,0,.,0), £[e;,
1=1..s8-1, rangA =s<n-1. Then an nxmn matrix
C ~ T =diag(yy,---,v4,0,..,0), v, |y”1 ,1=1...,t—1, rangC =t < n, exists and
contains the matrix A as a submatrix if and only if

Ty led s

Vales Vs

............ (4)
Voo Bt [Ysen s

Y &g -

Proof. (Necessary) Let the matrix C exists and contains as a sub-
matrix the matrix A. Consider the n x(n —1) matrix B. Let B is a submatrix

of the matrix C and contains A. According to Theorems 1 and 2, we have

V1 (81 s I8y [+ [vy 18y v (5)
and

8y [e1 I8, [eg (8,1 less - (6)

It is obvious that (4) follows from (5) and (6).

(Sufficiency) Suppose that the matrix A with the Smith normal form E
and the Smith normal form I' are given such that (4) holds. Consider such
nonzero elements §,,---,8,_; € R, that

Si:[Yifgifl]’ izly”"s_17 (7)
where g, =1.

Obvious, that from (7) we get the following divisibility &, |82 |---|83_1,

Yi |81' for ¢=1,---,s—1 and g, ; |8i for 1=2,---;s—1. From (4) we get, that
€4 |yi+1 and v, |8i . And that means that
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81' |[Yi7yi+1]:Yi+17 i=1,---,s—1,
and
8;|le;, ;11 =¢,.

12 %i-1 i
Therefore §,,---,8, ; satisfy (5) and (6). According to Theorems 1 and 2, we
may prolong the matrix A by one row to obtain the mx(n—1) matrix B
with the invariant factors Sj, j=1,...,s—1. Then analogously we may

prolong the matrix B by one column to obtain the desired matrix C. O
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OEAKI B3AEMO3B’A3KU MK IHBAPIAHTHUMU MHOXXHUKAMWU MATPULI TA T MIAMATPULY
HAL OBJTIACTAMMU EJIEMEHTAPHUX ANTbHUKIB

Hocaidoceno 83a€m036'A3KU MIdHC THBAPIAHMHUMU MHONCHUKAMU Mmampuyb B ma A, de
B wmicmums A sax ceoi nepwi m padkis. 30kpema, 6CMAHO8AEHO HEOOXIOHI ma
docmammui ymosu donognenns mampuyi A o0num padkom 0o mampuyi B i3 3adanumu
THBAPIAHMHUMU MHOHCHUKAMU HAO 00AaACMAMU enemMeHMAPHUL OIAbHUKIE.

Kaiouoei caosa: Hopmaavna Popma Cmima, iHeaPiaHMHI MHONCHUKU, 00aaCTD
enemeHmapHuxr OinbHUKLE.

HEKOTOPbLIE B3AUMOCBS131 MEXXAY UHBAPUAHTHBIMU MHOXUTENSAMU MATPULIbI U EE
NOAMATPULbI HAQL OBNNTACTAMU JJIEMEHTAPHbIX OENUTENEN

Hcenedosannvl 83aumocessu mexcdy uHeapuaHmMHbLMU Mmuoxcumensmu mampuy B u A,
20e B codepoacum A xax ceou mepsbie M cmpok. B uacmuocmu, yKasarvl Heo6roou-
Mble U 0ocmamoursle Yycaogus donosnenus mampuysvt A 00HOU cMPoKoU K mampuye
B ¢ 3a0annbimu uHEAPUAHMHBLMU MHOHCUMEAAMU HAO OOAACTNAMU INEMEHMAPHBLL
deaumenei.

Katoueswte caosa: Hopmarvhas gopma Cuuma, uH8aPUAHMHBIE MHONCUMEAU, 004ACTNb
anemeHmapHsvlx deaumenel.
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